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Abstract 

The strife between the Right to Privacy and the need for Surveillance has long been a contentious issue 

between citizens and the state. The present research focuses on the tension between facial recognition 

technologies (FRT) and the right to privacy in two digital democracies- India and USA. With video 

surveillance developing underpinned by AI, biometrics and FRT, individual privacy has new 

challenges. This chapter aims at investigating potential misuses of these technologies as well as 

addressing importance of data protection legislations. 

The study stresses balancing security and personal privacy. Issues of transparency and potential bias 

arise from AI-powered video surveillance. In this manner, by exploring these matters, this chapter 

underscores the importance of an ethical and legitimate implementation of FRT that protects 

individual privacy. 

Keyword: Facial Recognition Technology, Privacy, Data Protection, Machine Learning, Video 

Surveillance 

1. INTRODUCTION TO FACIAL RECOGNITION TECHNOLOGY 

Facial recognition Technology, or FRT is finding its ways in our life more and 

more with aspect of daily needs, from auto-tagging any photo we upload on 

Facebook to unlocking our phones we can find FRT everywhere. Now a days FRT 

is also being used by employers to monitor employee productivity as well as it is 

used by law enforcement agency to monitor rallies. The photos that are captured 

are compared by the facial recognition technology by the picture which is already 

available by in the database or is present in watch lists maintained by government. 

FRT is a very intrusive type of monitoring which can have significant amount of 

negative effect on people’s privacy and eventually the society as a whole will be 

affected. 

The Facial Recognition Technology is an automatic computer program which 

is made to associate two different picture of a faces to find out whether they 

belong to the same individual or not. This programme change all the distinctive 

feature of face, such as nose, eyes, lips and distance between eyes, chin and lip 

etc., into mathematical representation as soon as the picture is uploaded. This 

mathematic representation is known as face template. This face template is then 

compared with the already available facial data in the data based maintained by 

the agency, to find the match. 

Charles Bisson, Helen Chan Wolf and Woddy Bledsoe are among the 

innovators of Facial Recognition technology. In 1964 and 1965; Bledsoe, Helen 

Chan and Charles Bisson worked on training the computer to recognize the facial 
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features. Since the fund for this was coming from an 

unidentified spy agency, even after doing a splendid job not 

much was published. After Bledsoe, this work was carried 

forwarded at the Stanford Research Institute, by Peter Hart 

in 1966. The machine regularly beat the human at the 

recognition task which was conducted on a database which 

included more than 2000 images. Chritoph Von Der 

Malsburg along with graduate student of the University of 

Bochum, Germany and the University of Southern 

California, United States in 1997, developed an automated 

system which outperformed majority of the programme 

related to FRT. The United State Army Research Lab 

funded the research for the development of the Bochum 

system; which was sold to the ZN-Face and was used by 

customer like Deutsche Bank & airport operators etc. This 

software was strong enough to make identification from the 

less than perfect facial views. It is said that this FRT was 

capable to past see all the barrier of identification like 

moustaches, beards, hairstyles, spectacles etc. 

Facial Recognition Technology (FRT) has countless 

benefits, but along with that it also poses grave threat to 

privacy and security. One of the major concerns is the lack 

of consent, as without individuals’ permission the 

businesses gather and utilize biometric data leading to 

violation of core data privacy rules. This is especially 

bothersome in situations like real-time public surveillance 

or the collection of illegally created databases. Another 

challenge is that facial data is unencrypted which make it 

easier to grab and store from a far. Facial data can’t be 

encrypted like passwords or credit card information, 

making the process to secure it difficult. The misuse of 

facial recognition data can result into serious repercussions 

such as identity theft, stalking and harassment. 

Furthermore, the lack of knowledge about how FRT is used 

lead to serious privacy concerns. Like facial scans can be 

collected discreetly and remotely unlike other biometrics 

such as fingerprints, exacerbating these problem. Every 

technology have some technical flaw, similarly FRT also 

can be fooled with photos or 3-D masks made from the 

victim image. This open the way to the presentation attacks 

or digital spoofs like deep fakes. The accuracy of FRT can 

be sometime also questioned, especially when there is 

significant change among the group of people. There can 

be long term effect of misidentifications, mainly when false 

positive rate unreasonably affect women and people of 

colour leading to unjust results such as wrongful arrests. 

The problems highlight the necessity to strictly supervise 

and regulate the FRT to minimize the concern and 

maximize the advantage. 

The need to achieve a delicate balance between 

utilizing benefit of FRT and protection individuals’ privacy 

and security is a crucial in this quickly moving field of 

FRT. Few of the potential advantages of FRT; improving 

security, optimizing workflows and elevating user 

experiences; are evident as FRT is little by little 

incorporated into more aspects of daily life. However the 

implementation of this technology also raises a serious 

concern for the individuals’ privacy that is in dire need to 

be resolved in order to guarantee a moral and responsible 

use of technology.  Some of the prominent company in the 

industry, such as IBM, Amazon, and NEC, have showed 

how to efficiently handle these privacy concerns while 

fully using FRT. For example, IBM has said that it will 

stop generating general purpose facial recognition systems, 

quoting the worries about racial profiling and widespread 

surveillance. This action shows the company’s inclement 

toward moral business conduct and the need of strong law 

and regulation governing the technology. In similar 

manner, Amazon has put hold on police use of its facial 

recognition software, Rekognition, for a year; giving time 

to the government to form stringent regulation for the 

moral and ethical use and governance of FRT. NEC, a 

leading biometric technology company have shift their 

concentration on improving system accuracy while also 

bringing in privacy enhancing techniques like differential 

privacy, which mask users’ identities by adding statistical 

noise to the data. These true life success stories that by 

keeping privacy and transparency first, it is possible to 

successfully minimise the challenges of FRT. These 

companies not only safeguarded the individual right but 

also build public believe in technology through the 

responsible implementation, thus guaranteeing FRT ethical 

and sustainable integration into the society 

2. PRIVACY CONCERNS IN DIGITAL 

DEMOCRACIES 

There has been increase in privacy discussion, trigged 

by the penetration of FRT into digital democracies like the 

United State and India. A great percentage of government 

agency have started using FRT for their border security as 

well as law enforcement, continuous raising the worries 

about the potential impairment of individuals’ privacy 

right. This part of the chapter will try to explore the 

legislation that is governing the right to privacy and the 

relationship between the governmental surveillance and 

individual liberties, digging into the disputes of privacy 

concern unique to these two democracies. 
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2.1. The Right to Privacy 

In India, the have been a significant changes when it 

comes to right to privacy, especially in relation to digital 

technologies. Earlier, there was no specific 

acknowledgement about the privacy as a fundamental right 

to an individual in our Indian Constitution. In 2017, all this 

changed due to a landmark judgement by Supreme Court of 

India in the case of K.S. Puttaswamy (retd.) vs. Union of 

India
1
. The supreme court of India firmly upheld the right 

to privacy to be under article 21 as being intricately linked 

to the right to life and personal liberty. This landmark 

judgment becomes the basis for how the privacy including 

digital privacy, should be treated under Indian law. The 

decision made it certain that any interference with the 

privacy must be justified and meets three criteria i.e. 

necessity, proportionality and legality. Still with such a 

positive decision, there is a raise in concern with 

implementation of FRT, as how effective these principles 

will be upheld. In recent years, the Indian government is 

rapidly expanding its use of facial recognition technology 

(FRT), especially for surveillance and law enforcement. 

Projects like the Automated Facial Recognition System 

(AFRS), intended to assist police to recognize criminals, 

have raised concerns about mass surveillance with no 

appropriate legal safeguards. Critics contend that the 

absence of comprehensive legislation regarding data 

protection in India worsens these concerns, since there is 

no rigorous statutory structure.
2
 

In contrast, the United States takes a more scattered 

approach to privacy, with not a single comprehensive 

federal statute covering the use of FRTs. Rather, safeguards 

for privacy are contained in a variety of statutes and 

regulations, such as the Fourth Amendment, which 

prohibits arbitrary seizures and searches, and the Privacy 

Act of 1974, which restricts the ability of government 

agencies to gather and utilize personal data.Despite these 

safeguards, the utilization of FRT by agencies of 

government, especially for surveillance purposes, caused 

worries regarding possible misuse. In 2020, the 

Government Accountability Office (GAO) revealed that 

numerous federal departments used FRT with minimal 

transparency or supervision. This absence of legislation is 

made worse by the presence of private firms, who 

frequently gather and store massive volumes of facial data 

with no adequate safeguards.States and cities in the United 

States have started to take things into their own hands by 

introducing legislation that regulates or completely 

prohibits the implementation of FRT. Cities such as San 

Francisco and Portland, for example, have strictly 

forbidden government departments from using FRT, 

expressing increasing concerns about privacy and civil 

liberties. Yet, this municipal legislation provides an 

inconsistent framework for protection which might fail 

to tackle the broader consequences of FRT for privacy.
3
 

Judicial interpretations about privacy rights in the light 

of FRT have fluctuated across jurisdictions, highlighting 

the constant battle to combine technical progress with 

social liberties. In India, the K.S. Puttaswamy (retd.) vs. 

Union of India
4
 decision is an important precedent because 

it not just acknowledged the right to privacy but 

additionally established a structure for determining the 

legitimacy of governmental actions that violate privacy. 

However, subsequent court decisions have not fully 

addressed the consequences of FRT and other technologies 

being developed.The legal landscape in the United States is 

still unclear with on-going debates about how conventional 

privacy protections apply to new technologies like FRT. In 

the United States, courts have usually supported the use of 

surveillance technologies within certain circumstances, 

often citing concerns about public safety and national 

security. Still, there are some instances where courts have 

fought again against the unregulated implementation of 

FRT. For instance, in United States v. Jones (2012)
5
, the 

Supreme Court ruled that the use of GPS tracking without 

an authorization infringed the Fourth Amendment. 

2.2. Surveillance vs. Privacy 

In digital democracies, where the preservation of 

private liberties frequently coincides with the requirement 

for security, state surveillance continues to be a sensitive 

topic. Government use of FRT has heightened these 

discussions since it allows for previously unheard-of levels 

of mass surveillance. 

The use of FRT by the Indian government fits within an 

overall trend of expanded surveillance. For example, the 

purpose of the AFRS is to build a national database of face 

imagery that law enforcement agencies can consult. This 

creates questions about the possibility of abuse, particularly 

given the lack of an adequate legal framework to control 

the processing of this kind of information. Human rights 

groups have issued a warning that FRT may be utilized to 

track political activities, target underprivileged areas, and 

crush protest, all of which might have a crippling impact on 

the right to free speech.The same problems are present in 

the USA, especially with regard to the application of FRT 

by both local and federal law enforcement. The technology 

is being applied to anything from tracking protesters to 

tracking down criminals, which has raised concerns that it 
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can be abused to restrict civil freedoms and discourage 

political activism. These worries are made worse by the 

lack of federal laws and the lack of transparency around the 

use of FRT, as citizens have little options for contesting or 

opting out of monitoring. 

Cultural, social, and political aspects greatly impact 

public perception of FRT and its privacy consequences. 

Though perspectives on how FRT is to be utilized are 

different in both India and USA, there is a rising awareness 

of the privacy dangers involved with FRT in both place.  

The trajectory of monitoring in India, as well as the 

government’s concentration on security, has affected public 

opinion. Although there has been considerable support for 

using FRT to tackle crime and boost security for the public, 

there is also widespread concern about the possibility for 

exploitation. The absence of transparency surrounding 

government monitoring operations has exacerbated 

scepticism, especially within civil liberties organizations 

and privacy advocates.In the United States, sentiments 

toward FRT are equally separated. Research have found 

that, while a lot of Americans have reservations about their 

privacy, they are nevertheless prepared to comply with 

some surveillance methods in for the sake of security. Yet 

this acceptability is not universal; underprivileged 

communities, in particular, are more inclined to distrust 

FRT due to its capacity for bias and discrimination. 

The argument about FRT and privacy in digital 

democracies such as India and the United States 

emphasizes the intricate interplay of technology, security, 

and individual rights. As governments continue to adopt 

FRT, there is an increasing demand for clear legal 

frameworks, transparency, and public accountability. 

Without these safeguards, the right to privacy in the digital 

era is jeopardized, with serious consequences for the 

viability of democracy itself. 

3. ETHICAL CONSIDERATIONS AND 

POTENTIAL MISUSES 

The ethical implications of the rapid expansion of facial 

recognition technology have generated substantial 

concerns, highlighting the delicate balance between 

scientific advancements and moral principles. The benefits 

of Facial Recognition Technology (FRT) encompass 

enhanced security, streamlined identification verification 

procedures, and assistance in criminal investigations. 

However, one must also examine the potential drawbacks 

and hazards associated with its misuse, given its significant 

impact. Innovation and ethics are therefore intrinsically 

connected as civilizations slowly adopt this technology. 

An important ethical concern related to FRT is the 

development of bias and discrimination. Machine learning 

algorithms used in facial recognition technology (FRT) are 

typically trained on datasets that may not adequately 

represent all demographic groups, resulting in accuracy 

differences. In a major 2018 study, aptly dubbed "Gender 

Shades," by Joy Buolamwini and TimnitGebru, huge 

variations were identified in error rates based upon 

demographic groups: 34.7% for darker-skinned women vs. 

0.8% for lighter-skinned males in recognizing facial 

recognition systems.
6
 These results emphasize that the use 

of FRT may increase the impact on females and persons of 

colour, particularly in law enforcement. The results of these 

mistakes include the tendency to lead to false allegations, 

unjust profiling, and maintenance of systemic biases. 

Data Protection and Privacy 

The broad implementation of FRT poses a lot of 

problems as far as data protection and privacy are 

concerned. The technique naturally includes the collecting 

and processing of huge volumes of biometric data, 

frequently without individuals’ explicit agreement.
7
 There 

is sometimes little awareness on the side of the people 

getting scanned and their faces saved in public areas, 

therefore this also raises problems of transparency and 

ethics involved in the procedures. Besides, the liability of 

FRT is being aggravated by the lack of stringent norms and 

protocols regulating its use. In India, for example, despite a 

2017 decision by the Indian Supreme Court on the right to 

privacy being a basic right under the Indian Constitution
8
, 

the landscape of FRT now varies from mismatch to 

mismatch in legislation by various states due to digital 

disparity.
9
 This disparity creates a few difficulties of 

making sure biometric data of people are safeguarded 

adequately from being exploited or illegal handled. 

Security Breaches and Data Vulnerability 

FRT is emerging in dependence as well, and posing a 

concern for the security of data. Just comparable to all 

other digital technologies, databases holding the facial 

photographs and any other biometric identifications are 

subject to cyber-attacks. High-profile security breaches 

have revealed that even the most protected systems are 

vulnerable to compromise, with potentially disastrous 

repercussions.
10

 FRT application in other contexts where 

suitable regulatory controls were not established has 

generated privacy concerns; for example, the ACLU in the 

United States has highlighted cases that resulted in major 

privacy violations.
11

 This reiterates the significance of 

improving security on the use and disposal of information 
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on people’ biometrics, considering that this is sensitive 

data. 

There exists a big question of inadequate regulation and 

insufficient oversight both in India and the United States 

regarding FRT. Some states and towns have taken 

measures to regulate or even ban the application of FRT by 

security agencies. For instance, police restrictions of FRT 

in San Francisco and Boston were recorded over concerns 

for privacy and civil liberties.
12

On the other hand, in other 

locations with a focus on India, deployment of FRT is 

being boosted without any regulation, bringing up a 

complicated and in many ways contradicting legal 

landscape.
13

 This non-uniformity of rules and regulations 

poses extremely critical considerations regarding what is 

appropriate use versus an invasive practice and how to 

ensure technology is put to good use and ethical practice. 

Mass Surveillance and Government Exploitation 

Perhaps the most disconcerting ethical worry is the 

potential for FRT to be utilized as a tool for widespread 

surveillance. For the safety and security of the public, 

governments will be able to abuse FRT and spy on and 

follow citizens at a degree exceeding anything that has ever 

been seen in the actual world, much like a dystopia in some 

work of fiction. This is notably troubling when dealing 

with at-risk circumstances such as immigration and 

refugees. There is growing danger that FRT may be used to 

follow, detain, or otherwise target them in ways that further 

marginalize these groups or add to the list of their 

vulnerabilities.
14

 

In all democracies globally, while there is potential to 

grow in this technology sector, the question will always be 

the same—how best to seize the value of FRT, respect 

individual freedoms, and assure at the same time that its 

use is equitable, transparent, and responsible. The 

discussion in FRT is not technological but it determines 

what society we shall be living in and what ideals we shall 

ascribe to and use as a guideline as we walk through this 

digital age. 

3.1. Bias and Discrimination 

While FRT portrays itself as a powerful technology 

with applications in numerous areas, at the same time, it 

also offers major ethical concerns. The most major 

difficulty is bias and discrimination, which lies at the heart 

of FR technologies, where machine learning algorithms are 

built on massive datasets. If the data sets are not varied or 

representative of the population, then the outputted systems 

will have biased outputs that could disproportionately 

impact specific demographic groups.
15

 

It has been proved time and again that facial recognition 

misidentifies a disproportionate number of people from 

underrepresented areas. For example, research has found 

that women and people of colour are more prone to face 

false positives—situations in which the system wrongly 

identifies them. This issue is more intense for Black 

women, whose rates of misidentification are higher than 

those of white males
16

. The subsequent consequence of 

such blunders is significant, and they could potentially 

destroy lives. For example, ACLU researchers have 

uncovered incidents in which individuals were incorrectly 

recognized by facial recognition systems and then falsely 

jailed.
17

 These incidents demonstrate the serious hazards of 

using biased technologies in very vital domains, such as 

law enforcement. 

The usage of FRT all have an effect on and lead to 

other systemic implications in public policy 

implementations and law enforcement activities. Using 

biased FRT data in their possession, such agencies will, 

therefore, target specific demographic groups unjustly and 

be the primary reason for over-policing in specific 

neighbourhoods. In doing so, they increasingly mistrust the 

policed and policing communities. For example, in the 

United States, there are more surveillance cameras utilizing 

facial recognition in black and brown communities. This is 

on the account of surveillance that is heightened in these 

communities at the expense of the same.
18

 Such techniques 

bring systematic prejudice against these populations since 

most of the time, these victims might not know what is 

happening or even have the willingness to be involved in 

the monitoring program. 

The problem of algorithmic bias is not confined to 

racial imbalances but also extends to gender and age 

considerations. For instance, facial recognition algorithms 

have not been trained on enough data displaying and 

portraying older faces; hence, they are less accurate in 

distinguishing older persons.
19

 Likewise, transgender and 

non-binary individuals would have difficulty with the 

systems which fail to account in the wide range of gender 

expressions.
20

 Such biases would perpetuate disparities and 

promote societal biases across multiple contexts, from 

security checks at airports to features like tagging friends 

on social media. 

Addressing these biases requires a multi-faceted 

strategy that involves increased transparency in how 
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algorithms are built and tested. These systems have to be 

properly evaluated with varied datasets well in advance 

before implementing FRT into real-world settings like 

video surveillance or law enforcement activities. Open and 

transparent talks about data-sourcing procedures are vital to 

ensure all demographics will be represented effectively 

during the training phase. The danger of embedding 

prejudices inside such technological infrastructures is 

further emphasized by the fact that, without such 

meticulous ethical considerations, FRT will further cement 

systemic inequality. This conclusion would be particularly 

worrying for nations aspiring toward equity and justice in 

an increasingly digital world. 

3.2. Data Protection and Security 

With the advent of facial recognition technology, 

questions around the privacy and security of data are also 

on the rise. The combining of machine learning algorithms 

with FRT has clearly increased accuracy and broadened 

applicability, but in the meantime, it has produced 

substantial ethical concerns relating to biometric data 

collecting, storage, and utilization.
21

 These challenges are 

especially pressing in digital democracies like the USA and 

growing economies like India. 

Video surveillance networks with incorporated facial 

recognition algorithms acquire huge volumes of biometric 

data, frequently without users’ knowledge or consent. This 

provides a distinct set of set of risks.
22

 Once personal 

photos are saved on databases, they might be open to 

misuse including unauthorized tracking, profiling, and even 

identity theft. The legal frameworks in securing this data 

still lag behind technical improvements, so the gaps remain 

wide open. 

In India, privacy rules are still grown to their ultimate 

despite the landmark verdict by the Supreme Court in 2017, 

recognizing privacy as a basic right.
23

 But with this critical 

position, rules and regulations controlling the use of facial 

recognition technology remain limited and far from 

universal application across jurisdictions. This makes it 

impossible to verify that biometric data is appropriately 

protected from misuse. In the USA, meantime, a patchwork 

of state laws regulating privacy also creates for confusing 

legal terrain which hampers efforts to safeguard people 

from potential abuses of facial recognition technology. 

Although there are some states that have established 

legislation either banning the use of FRT by the police or 

regulating it, there are others that have not yet covered 

these concerns, and there is significant misunderstanding 

and under-protection.
24

 

But the significance of facial recognition technology 

goes beyond simply individual privacy rights, touching 

base with the more general standards for functioning as a 

society in terms of consent and governance. Do citizens 

completely comprehend that their faces can be used as 

identifiers in governments or corporates’ databases? These 

systems will lose credibility if there are no solid safeguards 

around openness and accountability, and their loss might 

happen quickly, possibly in a public backlash and 

resistance. 

Data leaks also weigh up vulnerabilities in this facial 

recognition technology. Incidents have highlighted how 

readily information can be hacked if strong cybersecurity 

procedures are not applied. Take, for example, a facial 

recognition database--millions of personal identifications 

would be exposed in such a type of security breach, 

creating rampant identity theft, fraud, and a lot of other 

kinds of crimes.
25

 Such situations necessitate adequate 

sanctions for breaches and particular reparation actions on 

any level they are committed. 

Strong legal and ethical frameworks must assure 

balance between the benefits of facial recognition 

technologies and the preservation of individual rights. 

Strict data protection rules, clear instructions on consent 

and openness, and strong security measures can be put in 

place to prevent unwanted access to biometric data. The 

goal, ultimately, should be to create an enabling climate in 

which technological innovation can thrive without 

compromising the fundamental rights and freedoms of 

people. Both India and the USA have the chance to lead by 

example, proving that the power of facial recognition 

technology can be exploited while respecting ideals of 

privacy, fairness, and justice. 

4. BALANCING SECURITY AND PRIVACY 

As facial recognition technology continues to evolve, 

maintaining a balance between security and privacy 

becomes more complex. On one side, modern technology 

offers better public safety and more efficient processes. For 

example, the New York Police Department (NYPD) has 

successfully deployed facial recognition to identify and 

catch suspects in real-time, highlighting its potential to 

increase public safety.
26

 However, it also raises substantial 

concerns about privacy rights and the danger of misuse. 

Navigating this difficult balance is vital for democratic 

countries like India and the USA as they strive to utilize the 

benefits of facial recognition while maintaining civil rights. 
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4.1. Transparency and Accountability 

Achieving this balance demands establishing 

transparency and accountability in the implementation of 

facial recognition technology. People have a right to know 

how their personal data is being collected, stored, and used 

by both public and commercial bodies. Without clear 

guidelines and control, there is a heightened danger of 

abuse and a loss of confidence. In the USA, the absence of 

comprehensive federal restrictions has resulted in a 

patchwork of state laws and local ordinances governing 

facial recognition. While some states have implemented 

rigorous standards, others remain essentially uncontrolled. 

This non-uniformity generates confusion and makes it 

difficult for individuals to grasp their rights and 

protections. 

For instance, in 2019, San Francisco outlawed the use 

of face recognition by law enforcement and other city 

departments due to privacy concerns and potential 

exploitation.
27

 Despite these problems, there have been 

positive uses of the technology. Major airports in the USA, 

like Hartsfield-Jackson Atlanta International Airport, have 

incorporated facial recognition into their security 

operations, enabling faster check-ins and boarding, 

boosting the travel experience for customers while 

bolstering security.
28

 This technology helps airports to 

manage high volumes of travellers quickly, ensuring that 

security procedures are upheld without generating 

substantial delays. 

India, on the other hand, has yet to implement a 

comprehensive data protection law, despite a landmark 

2017 Supreme Court verdict recognizing privacy as a 

fundamental right. The Personal Data Protection Act,2023, 

which aims to control the gathering and processing of 

personal data, had encountered delays and amendments. 

Meanwhile, in the absence of clear national norms, various 

governments have implemented varying techniques to 

facial recognition, leading to a lack of uniformity and 

transparency.For example, the Delhi Police’s use of face 

recognition technology has raised discussions due to its 

80% accuracy rate, prompting privacy concerns and 

worries about the system’s dependability.
29

 

Meanwhile, India has created programs like DigiYatra, 

which seeks to provide passengers with a smooth 

experience at airports using facial recognition 

technology.
30

 Implemented in major airports such as Delhi 

and Bengaluru, this project reduces wait times and 

enhances the entire travel experience, however 

transparency in how facial data is collected and used 

remains a problem. Similarly, the introduction of Herta 

Security’s facial recognition systems at Indian railway 

stations, while meant to enhance safety and security, raises 

worries about the potential misuse of personal data and the 

need for strong control.
31

 

To solve these difficulties, both countries must 

prioritize the development of comprehensive legal 

frameworks that define clear guidelines for the use of facial 

recognition technology. These frameworks should include 

protections for: 

Transparency: Requiring public and private institutions 

to declare their use of facial recognition, the goals behind 

it, and the data collecting and storage procedures involved. 

Consent: Ensuring that persons are notified when their 

facial data is being collected and given the chance to opt 

out or withdraw consent, save in circumstances of 

legitimate law enforcement needs. This is particularly 

crucial for Indian Railways passengers, who may not fully 

grasp their rights regarding the usage of their facial data. 

Data Rights: Granting individuals the right to access, 

correct, and delete their facial data, as well as the capacity 

to dispute automated decisions based purely on facial 

recognition. This is essential in sectors like healthcare, 

where hospitals in the USA are employing face recognition 

to verify patient IDs, lowering the chance of medical errors 

but also raising issues about data rights and privacy.
32

 

Oversight: Establishing independent oversight agencies 

to monitor the use of facial recognition technology, 

investigate complaints, and enforce compliance with 

legislation. The ASTR (AI and Facial Recognition Powered 

Solution) utilized by the Department of 

Telecommunications in India for SIM subscriber 

verification underlines the significance of oversight to 

prevent misuse and ensure ethical usage of technology.
33

 

By stressing transparency and accountability, India and 

the USA may establish public trust and ensure that the use 

of facial recognition technology aligns with democratic 

norms and individual rights. 

4.2. Ethical Frameworks 

In addition to legal frameworks, the appropriate 

development and implementation of facial recognition 

technology must be governed by strong ethical values. 

These principles should be formed through inclusive, 

multi-stakeholder procedures that involve input from civil 

society, academia, industry, and government officials. By 

embracing multiple viewpoints andexperiences, these 
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ethical frameworks can more effectively handle the 

particular issues and intricacies of each environment.  

Some key ethical principles that should guide the usage 

of facial recognition technology include: 

Non-discrimination: The technology must be 

developed and utilized in ways that do not discriminate 

against individuals or groups based on race, gender, age, or 

other protected characteristics. For instance, facial 

recognition technology utilized by the New York Police 

Department (NYPD) should be rigorously regulated to 

ensure it does not unfairly target minority neighbourhoods 

or contribute to racial profiling. 

Purpose Limitation: The use of facial recognition 

technology should be restricted to specified, legal reasons, 

preventing its use for mass surveillance or other unwanted 

applications. This notion was a crucial element in San 

Francisco’s decision to ban facial recognition, spurred by 

worries about its potential for mass surveillance.  

 Data Minimization: Only the least amount of facial data 

necessary to achieve the defined objective should be 

gathered and stored, with data being discarded when it is 

no longer needed. This notion is crucial in programs like 

Digi Yatra in India, where data collection should be limited 

to what is necessary to enhance the passenger experience 

without compromising privacy.  

Algorithmic Accountability: Developers and users of 

facial recognition technology must be held accountable for 

the accuracy, impartiality, and transparency of the 

algorithms they employ. For example, the facial 

recognition systems employed by Herta Security in Indian 

railway stations should undergo frequent audits to ensure 

the algorithms do not exhibit prejudice or inaccuracies that 

could negatively harm individuals.  

Human scrutiny: Critical choices made utilizing facial 

recognition technology, particularly in sensitive areas like 

law enforcement or immigration, must be subject to 

substantial human review and scrutiny. This is critical in 

areas like healthcare, where facial recognition is used to 

authenticate patient identities, ensuring that technology 

errors do not lead to major medical implications.  

CONCLUSION 

As India and the USA navigate the complex world of 

facial recognition technology, it is clear that balancing 

security and privacy will remain a significant concern. 

However, by emphasizing openness, accountability, and 

ethical frameworks, both nations can work towards a future 

where the benefits of this technology are realized without 

compromising individual rights and liberties. Through 

inclusive, multi-stakeholder processes, India and the USA 

can build comprehensive legal and ethical frameworks that 

provide clear guidelines for the use of facial recognition 

technology. These frameworks should prioritize the 

protection of individual rights, encourage non-

discrimination, and ensure that the technology is deployed 

for lawful purposes that serve the public good. By 

proactively addressing the ethical challenges posed by 

facial recognition technology, India and the USA can set a 

global e34xample for the responsible development and 

deployment of emerging technologies. Ultimately, the goal 

should be to harness the power of innovation while 

safeguarding the essential principles of democracy, human 

rights, and social justice. 
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